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Zimco Background

e In business since 1994, providing technology support to K-12 and government entities.

e 2008 - Zimco selected by Saginaw Valley State University to be the exclusive reseller
of STAGES, teacher evaluation software developed at SVSU.

o STAGES allows districts to automate their evaluation framework of all staff

e We worked with Michigan Association of School Administrators (MASA) in the
development of their School ADvance principal evaluation framework.

e We worked with Silver Strong & Associates (developers of Thoughtful Classroom) to
automate their teacher evaluation framework.

e Thoughtful Classroom was one of four evaluation frameworks in the MCEE Pilot. (All
districts that piloted STAGES/Thoughtful Classroom renewed their subscriptions for
the 13-14 and 14-15 school year.)

e Approximately 200 Michigan Districts, Public School Academies and ISDs currently
use STAGES to automate their existing evaluation frameworks.

e Districts in 10 other states uses STAGES.

Establishing Credibility, Dawn Zimmer
e Worked extensively with teacher evaluation since 2008

e Communicate with districts every day regarding their evaluation process

e For the past 5 years — detailed review of how districts completed their evaluations — not in
theory, but in reality

Evaluation Terminology

These 3 terms are used interchangeably throughout the
legislation. A framework / tool /evaluation tool describes the
evaluation process, including the rubric.

e Frameworks
e Tools
e Evaluation Tools

e Rubric — the main part of the framework / tool / evaluation tool:
Example of one piece of the RISE Teacher Effectiveness Rubric (out of the state of Indiana):

et hetatiary(e] TN
3/4 of students are engaged [n content
and meny are off-1ask

[ineffectienfll — |

- Fwer than 1/2 of s(udenl'sr: engaged In
content and many are off-tesk

e )
HED SRl e L]
of students are actively engaged in
content at all times and not off-task

Engage students In observed during the year, as well as some of

ucademlc content

the following:

- Teacher provides ways to engsge with
content that slgnificantly promotes student
mastery of the objective

- Teacher provides differentisled ways of
engaging with content speclfic to Individual
student needs

- Teacher effectlvely Integrates technology as
atool to engage students In academlc conlent

- Teacher provides multiple ways, as appropriste, of
engaging with content, all sligned to the lesson
oblective

- Ways of engaglng with content reflect different
learning modalities or Intelligences

- Teacher adjusts lesson eccordingly to sccommodate
for student skllls and so that
all students are engaged

- Teacher may provide mulliple ways of engaglng
students, but perhaps not allgned to lesson objective
or mastery of content

- Tescher may miss opportunities (o provide ways of
differentlating content for student engagemenl

- Students may appear to actively listen, but when it
comes Lime for parlicipatlon are disinterested In
engaglng

- Teacher may only provide one way of engaging
with content OR teacher may provide multiple
ways of engaging students that ere not aligned
to the lesson oblective or mastery of content

- Tescher does not differentlate instruction to
target different learning modalltles

- Most students do not have the prerequlsite
skills necessary to fully engage In content and
teather makes no effort to adjust Instruction for
these students
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Teacher Evaluation Legislation Timeline

e 2009 —2011 Michigan’s Race to the Top Education Reform Legislation

o Round I: Public Act 205 of 2009
= Evaluate every teacher every year
» Use 4 proficiency levels, not just “Satisfactory” & “Unsatisfactory”

o Round II: Public Acts 100 — 103 of 2011
=  Tenure Act changes
»  Governor’s Council on Educator Effectiveness to be created, Leftone state

evaluation tool, one student growth assessment tool
o Round III: This is where we are today. Still waiting for “Round III"” to be completed.

e Many districts acted on the above legislation (Round I & II) and developed an effective
way to evaluate their teachers.
o Many districts have put time and resources into developing evaluation frameworks.
o Many districts have refined and improved the process, and it is working.

e Fall 2011 — Five members of the Governor’s Council on Educator Effectiveness are named
o Council’s name was later changed to the Michigan Council on Educator
Effectiveness (MCEE)

e November 1, 2011 — Deadline for districts to notify the MCEE that they wanted to “opt
out” of the yet-to-be-identified state teacher and principal evaluation frameworks.
o Districts had to mail in their board resolutions declaring an exemption.
o I was aware of only one district that received a response based on this process.

e 2012-2013 school year: Pilot enacted by the MCEE
o MCEE chooses 4 different teacher evaluation frameworks to pilot
o 13 districts pilot 1 of 4 frameworks

e July 2013 — MCEE Recommendation
o Recommend all four frameworks that were piloted — unless the not-yet-completed
pilot report identifies issues with any of the frameworks.

o "If final results from the pilot study produce evidence that suggests that any of these tools is less
reliable or practical, this information should be taken into account."

e December 2013 — University of Michigan Institute for Social Research Report on the pilot
is complete
o Report is found at www.mcede.org/reports
o The final recommendation (page 50) does suggest that some tools are less reliable
or practical.

e January 15, 2014 — House Bill 5223 introduced regarding Teacher Evaluation
o “....shall use 1 or more of the following tools:” — with the 4 piloted frameworks listed

e February 12,2015 — Senate Bill 103 introduced
o Does not list any specific frameworks
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Feedback Regarding Senate Bill 103

e Positive:

Annual evaluation — with feedback being a focus

a.
b. Use evaluations to inform decisions on: promotion, retention, professional
development
c. Evaluation process has to be consistent within all schools in a district, Public
School Academy, or ISD
d. If a teacher is rated Highly Effective for 3 years they can be evaluated every other
year. (But what should be done on the “off year”? Will districts be penalized if
they don’t report an effectiveness rating for that teacher to the state?)
e. Districts post information about their evaluation process and framework on their
website
f. Student Growth percentages for each school year
e Better (lower percentages) than the original legislation, or other recent bills:
e 14-15 = “Significant Factor”
e 15-16 = “Significant Factor”
e 16-17 = “Significant Factor”
e 17-18=25%
o 18-19=45%
e Negative:
a. Student Growth
e Incorporating student growth district-wide will not be fair without a state
assessment tool that tests all subject areas and provides timely data on
student growth.
o Typical scenario with 25% Student Growth (in Michigan):
o 25% Student Growth / 75% Final Rubric Scoring
o Scenarios with no Student Growth:
o 100% Rubric Scoring
o 20% Goal Achievement / 80% Final Rubric Scoring
o 15% Goal Achievement / 15% Assessment of available data / 70% Final Rubric
Scoring
b. Requirement of evaluation tool — “Evidence of reliability, validity and efficacy”

will probably be perceived as extremely difficult, and perhaps cost prohibitive for
districts. This could be very limiting to districts.
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Abstract

This is a preliminary report by the University of Michigan’s Institute for Social Research (ISR)
on the pilot of educator effectiveness tools commissioned by the Michigan Council for Educator
Effectiveness and conducted during the 2012-2013 school year in 13 public school districts in
Michigan. Chapter 1 of this report briefly introduces the main goals of the pilot initiative and
describes the research and development activities conducted in schools as part of the pilot.
Chapter 2 describes ISR’s main findings about how pilot activities were carried out in local
schools. The next three chapters discuss some approaches to improving teacher evaluation
practices in local schools. Chapter 3 discusses various approaches to improving classroom
observations conducted as part of the teacher evaluation process; Chapter 4 discusses the extent
to which value-added measures of teaching effectiveness might represent a viable approach to
measuring teachers’ contributions to students’ academic growth in the teacher evaluation
process; and Chapter 5 discusses some approaches to assigning final effectiveness ratings to
teachers as part of the evaluation process. Chapter 6 describes some action steps that might be
taken by state and local education agencies in Michigan to improve teacher evaluation activities
in local schools.

The reader will note that the absence of an executive summary of this report. Instead, the text
of the report has been organized to help any reader obtain an overview of the report’s central
details. Important points in the report are highlighted in bold text with italics, and many
tables are provided to give the reader a good sense of the data on which the report’s findings
are based. Therefore, a quick scan of the highlighted text and tables should give any reader an
initial sense of the report’s major findings. The reader is also advised that several of the
analyses reported here are preliminary and subject to change with additional analyses. While
such changes are unlikely to alter the main conclusions of the report, the reader is nevertheless
advised that the data collected and analyzed during the pilot project were complex and that a
final technical report on the project will not be released until March 31, 2014.
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Chapter 1: Introduction

Michigan’s Public Act (PA) 102 of 2011 fundamentally
redefined the nature of teacher evaluation in the
state’s public schools. The new law required public
education agencies to evaluate teachers using multi-
ple criteria—including classroom observations and
evidence of student learning—and to assign a final
effectiveness rating to teachers as a result of an annual
evaluation process. The law also established the
Michigan Council for Educator Effectiveness (MCEE)
as a temporary state commission to advise the Gover-
nor, State Board of Education, and State Legislature
on a number of issues related to the implementation
of PA 102 of 2011. To inform the Council’s delibera-
tions, the University of Michigan’s Institute for Social
Research (ISR) was engaged to conduct a pilot of edu-
cator effectiveness tools. The pilot was funded
through an intergovernmental services agreement
between the State of Michigan’s Department of Tech-
nology, Management, and Budget and the Regents of
the University of Michigan.

The Pilot of Educator Effectiveness Tools

The pilot of educator effectiveness tools was conduct-
ed in 13 Michigan school districts during the 2012-
2013 school year. During the pilot year, participating
school districts: (a) piloted one of four classroom ob-
servation tools being considered for possible adoption
as the state tool for classroom observations in Michi-
gan; (b) piloted a set of student assessments that
closely resembled (but were not identical to) the stu-
dent growth tools the Council recommended in its
June, 2013 final report; and (c) allowed researchers to
administer surveys to principals and teachers, to con-
duct classroom observations alongside district per-
sonnel, and to collect documents related to the con-
duct of teacher evaluations.

At a Glance:
The Pilot Project

13 school districts in lower Michigan participated:

(e]

Big Rapids

Cassopolis

Clare

Farmington

Garden City

Gibraltar

Harper Creek

Leslie

Marshall

Montrose

Mt. Morris

OJlo OO0 |O|O|O|O|O|O |O

North Branch

Port Huron

Four observation tools were piloted:

Danielson’s Framework for Teaching

5 Dimensions of Teaching & Learning

Marzano Teacher Evaluation Model

Thoughtful Classroom Framework

NWEA MAP Series {Grades K-6)

ACT Explore (Grades 7-8)

ACT Plan (Grades 9-10)

Interviews with district administrators

Evaluation policy documents collected

Teacher survey administered (n = 1182)

Principal survey administered (n = 99)

Independent classroom observations

Value-added scores calculated

Final effectiveness ratings collected
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Goals of the Pilot Research

Research on the pilot initiative conducted by ISR had
the following goals:

o to gather a wide variety of interview, survey, and
observational data on the ways teacher evalua-
tions were conducted in pilot schools;

e to examine various approaches to improving the
teacher evaluation process by modifying class-
room observation procedures, devising rigorous,
fair, and useful procedures for measuring stu-
dent growth and estimating teachers’ contribu-
tions to their students’ achievement, and devel-
oping rigorous and fair approaches to assigning
teachers to effectiveness ratings; and

s to solicit the opinions of teacher and administra-
tors in pilot schools about the teacher evaluation
process and how it might be improved.

Structure of this Report

These issues are discussed in five subsequent chap-
ters. Chapter 2 of this report describes key findings
about how teacher evaluations were conducted in
schools during the pilot year. Chapter 3 closely ex-
amines the data from classroom observations con-
ducted during the pilot year and explores some ap-
proaches to improving this process. Chapter 4 exam-
ines the value-added statistical modelling conducted
by vendors and discusses the steps needed for Michi-
gan to use “value-added” modeling (VAM) in teacher
evaluations. Chapter 5 discusses various approaches
to assigning teachers to effectiveness ratings using
data from classroom observations and value-added
measures. Chapter 6 suggests some action steps for
the development and implementation of high quality
teacher evaluations in Michigan.

Promoting High Quality Teacher Evaluations in Michigan | University of Michigan



Chapter 2: Key Findings on
Pilot Activities

This chapter reports some key findings from the pilot
initiative. The results are reported in the following
areas: (a) district policy development; (b) the work-
load of educators who conducted teacher evaluations
in pilot schools; (c) how classroom observations were
conducted in pilot schools; (d) how student growth
was measured for the purposes of teacher evaluation
in pilot schools; (e) how data from classroom observa-
tions and measures of student growth were combined
in order to assign final evaluation ratings to teachers;
and (f) the reports of teachers and principals on the
quality and consequences of teacher evaluation prac-
tices enacted during the pilot year.

Key Findings on District Policy Development

When the pilot of educator effectiveness tools was
launched in the summer of 2012, many pilot districts
were in the beginning stages of implementing PA 102
of 2011. The law required certain evaluation activities
to be implemented in schools but still gave districts
wide discretion to develop and conduct teacher eval-
uations according to local preferences. Like the law,
ISR imposed few requirements on districts. ISR asked
only that participating districts use their assigned
teacher observation tool according to vendor guide-
lines, implement the testing regimes associated with
piloted student growth tools, and allow ISR to con-
duct research activities in their schools. Apart from
these requirements, districts were responsible for de-
veloping teacher evaluation policies and practices that
complied with the provisions of PA 102 of 2011 ac-
cording to local preferences.

At the beginning of the pilot year, most pilot districts
lacked fully-developed policies to guide the teacher
evaluation practices required under PA 102 of 2011.
As a result, during the pilot year, participating dis-
tricts worked diligently to develop such policies.
Two key findings emerged from ISR’s study of dis-
trict policy development:

Policies were developed by teams. All districts in the
pilot used a team approach to developing new district

policies about teacher evaluation. A few of these dis-
tricts used teams composed only of central office ad-
ministrators and principals. However, most districts
also included teachers in the planning process. In
these latter districts, however, the size of the planning
teams varied, as did the role of teachers. In one large
district, planning was done through a number of task
forces, while in most other districts, planning teams
were smaller.

Procedural documents were often under-developed.
At the beginning of the pilot year, districts generally
lacked well-structured and detailed documents de-
scribing policies and procedures for conducting the
new teacher evaluations. By the end of the year,
however, most districts had produced such docu-
ments. Still, the detail included in such documents
varied considerably. Three pilot districts produced
thorough and well-articulated statements about
teacher evaluation policies and procedures. These
documents described the classroom observation pro-
cess, how student growth would be measured for the
purposes of teacher evaluation, and the criteria and
procedures that would be used to assign final effec-
tiveness ratings to teachers. However, many other
pilot districts had only fragmentary documentation of
their evaluation procedures and were just beginning
to weave these fragments into a well-designed manu-
al of policies and procedures.

Key Findings on Principal Workload

In all districts, teacher evaluations were largely the
responsibility of administrators, although teachers
played a critical role in the generation of student
growth data.

Responsibility for completing various tasks was dis-
tributed across principals, teachers, and central ad-
ministrators. All education professionals in a district
were involved in the work of evaluating teachers, but
the work that specific groups undertook varied by
role, In all districts, administrators (not teachers)
were trained and made responsible for
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conducting classroom observations, and in these dis-
tricts, classroom observations for the purposes of
teacher evaluations were conducted mostly by princi-
pals, occasionally by central administrators, and never
by teachers. In contrast, the measurement of student
growth was typically organized as a shared responsi-
bility in which the data to be used for the “student
growth” portion of teacher evaluations was devel-
oped jointly by teachers and principals. In this pro-
cess, the tools that would be used to measure student
learning were often chosen by teachers (in consulta-
tion with their principals) from a list of approved
assessment data. Finally, the compilation and analy-
sis of observation and student growth data, and the
assignment of final effectiveness ratings to teachers,
was typically given over to principals. In all but two
districts, however, the assignment of these final rat-
ings was governed by a formula that specified the
“weight” to be given to district-specified performance
criteria and “cut points” for the assignment of teach-
ers to final effectiveness ratings based on summary
rating scores.

Several key findings about workloads emerged from
ISR’s research:

Fvaluation entailed completing numerous tasks. In
all pilot schools, the evaluation process included nu-
merous steps. For example, the median teacher in a
pilot school was observed on 4 occasions (but not
always for a “full” class period); 99% of principals
also reported conducting pre- and/or post-
observation conferences with teachers, and 82% of
teachers reported participating in such conferences. In
addition, 99% of principals and 90% of teachers re-
ported assembling and using student growth
measures in their annual evaluation. Finally, nearly
all teachers reported receiving an annual effectiveness
rating, and about half of all teachers reported receiv-
ing a mid-year or year-end evaluation report (not
required in AY 2012-2013). Evaluation therefore in-
cluded: classroom observations, conferencing, meas-
uring student growth, and reporting.

At a Glance:
Principals’ Evaluation Workload

Evaluation Workload

Median Number of Teachers Evaluated

Median Number of Observation per Teacher

% Principals Reporting Conferences

% Teachers Reporting Conferences

% Principals Using Growth Tools in Evaluations

% Teachers Recelving Mid-Year Report

% Teachers Receiving End-of-Year Report

% Teachers Assigned Effectiveness Rating

Time Spent on Teacher Evaluations

Median Hours Spent on Training

Medlan Hours Observing Probationary Teacher

Median Hours Observing Tenured Teacher

Medlan Hours Rating/Report Probationary Teacher

Median Hours Rating/Report Tenured Teacher

Median Days/Year Spent on Teacher Evaluation

Principals had very large spans of control. An im-
portant feature of the teacher evaluation process was
that the median principal in pilot schools was respon-
sible for the annual evaluation of 25 teachers (23 ten-
ured teachers and two probationary teachers). In
most organizations, the span of control (i.e., ratio of
supervisors to employees is 1 to 7, so principals had a
very large span of control).!

The teacher evaluation process consumed a great deal
of principals’ time. Because the annual evaluation
process required principals to complete multiple steps
for a large number of teachers, it consumed a large
amount of time. In the pilot year, the median princi-
pal reported spending about 248 hours (or 31 full
work days) on teacher evaluation activities. There is
reason to expect, however, that this expenditure of
time will decline over the next several years. In the
pilot year, the evaluation process had to be completed
for every teacher. In future years, however, at least
some percentage of teachers will have been rated as
“highly effective” in consecutive years, and this will
reduce principals’ evaluation workloads somewhat in
out years.

1

Brian Rowan and Stephen W. Raudenbush, “Teacher Evaluation
in American Schools”, in Handbook of Research on Teaching,
American Educational Research Association, in press.
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Key Findings on Classroom Observation Tools:
Vendor Training

We turn now to a key component of principals’ eval-
uation workload: the teacher observation process.
The reader will recall that PA 102 of 2011 requires
public education agencies in Michigan to conduct
classroom observations as part of the teacher evalua-
tion process, and that if a state tool is used in teacher
evaluations, PA 102 further requires that districts
conduct observations “in a manner consistent” with
guidelines of the observation tool vendor.

MCEE decided to field test four classroom observa-
tion tools during the pilot. These were: Danielson’s
Framework for Teaching (FFT), Five Dimensions of
Teaching and Learning (5D), the Marzano teacher
effectiveness model (M), and the Thoughtful
Classroom teacher evaluation model (TC).

MCEE contracted with each of these tool vendors to
provide four days of training in tool use to participat-
ing school districts during late summer of 2012. All
tool vendors provided roughly similar training. Over
four days, tool vendors: (1) explained the conceptual
framework underlying their observation tool; (2) dis-
cussed the tool’s scoring rubric; (3) helped trainees
understand the evidence that should be used to as-
sign evaluative scores on classroom observations; (4)
discussed how to conduct observation conferences
with teachers; and (5) explained how to use the soft-
ware associated with each observation tool (to record
and score notes, communicate about observation data
with teachers, schedule observations and conferences,
and perform analytic tasks [like summarizing obser-
vation scores]).

Using survey data from principals, ISR researchers
came to several conclusions about the trainings:

Vendor training was only partially successful. On
the principal survey, ISR researchers asked principals
about the quality of this initial training. On this sur-
vey, a large majority of principals agreed or strongly
agreed that trainers did a good job explaining the
underlying conceptual framework of the observation
protocol. However, principals were less inclined to
agree or strongly agree that trainers did a good job in
other areas of the training, including: explaining the
scoring rubric, explaining the evidence that should be
used in scoring; explaining how to conduct teacher

At a Glance;
Observation Tool Training

Training for Use of Observation Tool

Percent of Principals Reporting:

No training 7%

Initial training only 7%

Initial training plus team meetings in district 20%

Initial training, team meetings, follow-up training 34%

Initial training, team meetings, follow-up training, 20%
individual support

Missing information 12%

Quality of Initial Vendor Training

Percent of Principals Who Agreed or Strongly Agreed that Ven-
dors Did a Good Job Explaining:

Protocol framework 80% ||

Scoring rubric 66% I

Evidence to be used in scoring 60% |

How to conduct conferences 40%

How to use vendor software 33%

Percent of Principals Who Agreed or Strongly Agreed that, at the
End of Initial Training, they were :

° Confident to conduct teacher observations 60%

° Prepared to conduct teacher conferences 52%

*  Confident my scoring was in line with others 39% |

conferences; and explaining how to use the software
associated with the observation instrument.

At the end of training, many principals lacked confi-
dence in their ability to use classroom observation
tools with fidelity. Sixty percent of principals report-
ed that, at the end of initial training, they felt confi-
dent to conduct teacher observations, and 52% felt
confident to conduct pre- and/or post-observation
conferences with teachers. However, only 39% were
confident that their scoring of lessons was in line with
the scoring of others.

Many principals engaged in additional training. Giv-
en these findings, it is important to explore what (if
any) additional training principals received in obser-
vation procedures. Overall, patterns of training var-
ied among principals. About 7% of principals in the
pilot study reported receiving no training in the use of
an observation tool, whereas the remaining 93% at-
tended initial trainings. But patterns of training de-
parted from there. About 7% of principals reported
receiving only the initial vendor training; 20% report-
ed receiving initial training and then discussing how
to use the assigned observation tool in district meet-
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ings; another 34% added some follow-up training to
these experiences; and another 20% of principals had
all of these previous experiences plus some individual
follow-up training.

Key Findings on Classroom Observation Tools:
Fidelity of Use

Given the variation in initial and on-going training,
an important question is how well principals were
prepared to conduct classroom observations. To in-
vestigate this issue, ISR researchers examined vendor
databases, which included all scores from principals
who conducted classroom observations when they
used one of the vendor’s tools. In addition, ISR hired
a cadre of former educators to conduct independent
classroom observations, sometimes alongside princi-
pals and sometimes alongside each other. Records
from these observations also were available in vendor
databases.

Principals spread observations across the year. The
analysis of vendor databases showed that principals
tended to spread their classroom observation work-
load equally across the school year. In addition,
when teachers were observed on more than one
occasion, the elapsed time between consecutive ob-
servations was typically from 10-90 days. Both of
these practices make for good sampling of teaching
practice, avoiding the observation of a given teacher
within a single period of the school year and, instead,
sampling across school days to capture the variety of
lessons a teacher might conduct.

There was low fidelity in item scoring. In other areas
of observation practice, however, principals did not
perform as well. To begin, the observation tools in
use in the pilot varied as to whether it was mandatory
for items on the protocol to be scored on every obser-
vation occasion or whether items were to be scored
only when lesson activities were judged as relevant.
The 5D tool and the FFT tool assumed that all items
could be scored across any type of lesson. Thus, all
items were mandatory. On the other hand, the Mar-
zano (M) and Thoughtful Classroom (TC) tools as-
sumed that at least some items could be scored only
when certain lesson activities were being observed —
although TC assumed that four items (measuring
what it called the “four corners” of instruction) would
always be scored.

At a Glance:
Fidelity of Observation Tool Use

| sp | Fr v [ TC |

item-Level Scoring
Median % of times item was scored by:

e Principal (mandatory item) 73% NA

ISR (mandatory item) 94% | 100% | NA

e  Principal {any item} 73% | 90% 9%

® ISR (any item) 94% | 100% | 52%

Median % of time raters agreed any item should be scored:

o Principal with ISR observer | 77% | 97% 10%

® ISR observer with ISR obs. 95% | 100% | 72%

Median % exact agreement on score (when items are score

e  Principal with ISR obs. 51% | 50% | 40%

e ISR observer with ISR obs. 50% | 46% 56%

Median ICC for scored items

e  Principal — ISR pair 16 | .07 .08

s ISR observer pair 31 | .32 .43
Scale Scores
Estimated Correlation of Scale Scores

®  Prin.-ISR observer pair | .22 | .60 [ NA®

Percentage of variance in scale score due to rater effects’

3
s Principal observations | 1% | 15% | NA

Average difference in scale scores (leniency)

®  Principal-ISR observer I -28| 40 [ Na’

* Marzano data do not include one district that was plloting only
one section of the protocol.

2700l includes both mandatory Items (scored on all observation
occasions) and non-mandatory Items {(scored only when approprl-
ate to lesson activities).

%ISR researchers were unable to calculate scale scores for Marzano
data because items were scored on too few occaslons by princi-
pals.

“This Is the total varlance In scale scores accounted for by rater
fixed effects. Given the structure of the data, the model confounds
rater and school/district effects and thus should be viewed with
caution.

When ISR researchers examined the observation data,
a striking pattern emerged. Many principals failed to
score items during an observation—even when
vendors advised them that scoring of an item was
mandatory (this pattern was least prevalent for the
FFT protocol). Moreover, the observation data
showed that non-mandatory items on both the TC
and Marzano protocols were scored at very low fre-
quencies. Importantly, this pattern of (non)scoring
was less prevalent among ISR observers using these
same tools—probably because ISR observers received
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six additional, one-hour trainings from observation
tool vendors in order to improve their scoring. Clear-
ly, in the absence of such additional training, many
principals did not score observation protocols in the
“manner prescribed” by vendors (as required by PA
102 of 2011).

Inter-rater reliability was low. Another key finding
from the analysis of vendor databases was that when
two raters scored the same lesson, there were seldom
high levels of agreement about whether an item
should be scored, or if an item was scored, about the
actual score assigned to teachers.

At the item level, agreement among ISR observers
and principals about when to score mandatory and
non-mandatory items was low (the exception was
FFT, where the median rate of agreement between ISR
observers and principals about when to score an item
was 97%). On the two other tools with mandatory
items (5D and TC) the median agreement rate was
about 75% for mandatory items. There was even less
agreement among raters about when to score non-
mandatory items. On these items, the median rate of
agreement among ISR observers and principals about
when to score an item varied from 40-50%, with about
10% higher agreement rates among ISR observers.
Clearly, different raters had different opinions about
when the characteristics of a lesson warranted scoring
of non-mandatory items.

When items were scored, there were low rates of
agreement about the exact score to be assigned to a
teacher for the lesson being observed. Once again, the
median rate of agreement about the score to be given
to a teacher on an item during the same lesson varied
from 40-50% exact agreement among principals and
ISR observers, and from 50%-60% among ISR
observers. Apparently, the additional training given
to ISR ob-servers increased agreement rates by about
10%.?

2 A statistical measure of inter-rater agreement is the “intra-class
correlation” (or ICC), which in the present case is a one-way ANO-
VA model, with rater scores nested within observation occasions.
The ICC can be interpreted as a classical reliability coefficient that
varies from a low of 0 to a high of 1. In the pilot observation data,
item-level ICCs were quite low, showing (once again) that there
was low inter-rater agreement in item scoring. The ICCs, howev-
er, are lower for principal-ISR observer pairs than for ISR observer
pairs. One reason for this finding is that when ISR observers were
paired together, their item scores had a wider spread among
teachers than was found for principal-ISR observer pairs. Also,
there was more agreement on item scores among ISR pairs than
among principal-ISR observer pairs.

Low inter-rater reliability at the item level also carries
through to measurement at the scale score level. For
example, ISR researchers combined item scores for
teachers into multi-item summary scores (using a
one-parameter, multi-level, IRT measurement model).
When summary scales were created by this process
using data from the vendor databases, the percentage
of total variance in scale scores that was accounted for
by “rater effects” varied from a low of around 11% for
5D to a high of 38% for TC. These rater effects are
substantial. For example, if the same teacher was
observed by two administrators a standard deviation
apart in the distribution of rater effects, the scores
received by that teacher could differ by as much as .40
of a standard deviation across raters for TC, and
around .20 of a standard deviation across these raters
for FFT and 5D. Another way to see the effects of
rater error on teacher scores is to note that the correla-
tion among scale scores assigned to a given teacher by
two different raters on a single occasion (one an ad-
ministrator, the other an ISR observer) was quite
low —ranging from .22 for 5D to .60 for FFT.>#

Principals tended to be more lenient in their scoring
than ISR observers. Finally, disagreements among
principals and ISR observers tended to run in a cer-
tain direction — with principals scoring items for the
same lesson higher than ISR observers. For example,
across principal-ISR observer pairs scoring the same
lesson, principals tended to score a teacher .28 points
higher than ISR observers on the 5D tool, about .40
points higher on the FFT tool, and .58 points higher
on the TC tool. Moreover, the distribution of scores
assigned to teachers by principals tended to be
skewed positively (more scores above the mean than
below). The findings that a teacher’s immediate su-
pervisor is more lenient in scoring than an independ-
ent observer and that supervisor scores are positively
skewed are quite common, not only in research on

3 Readers with a technical background will want to know that the
“rater effects” estimated here come from a model that had fixed
effects for raters and random effects for items, occasions and
teachers. Given the structure of the data, these rater effects are
conflated with “school effects” and are far from an ideal estimate
of rater errors in measurement.

: The reader will note that ISR researchers did not calculate scale
scores for the Marzano tool. That is because there was simply too
much missing item data, a result of the fact that principals rarely
coded any single item in the Marzano tool. As we discuss at a
later point in this report, this is a major drawback of the Marzano
tool in teacher evaluations.
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teacher evaluation, but also in research on personnel
evaluation more generally.®

Key Findings on Student Growth Tools

In addition to requiring schools to conduct classroom
observations as a component of teacher evaluations,
PA 102 of 2011 requires that public education agen-
cies in Michigan: (a) establish clear approaches to
measuring student growth as measured by national,
state, or local assessments (or other objective criteria);
(b) provide teachers and school administrators with
relevant data on student growth; and (c) use student
growth as a “significant factor” in evaluating a teach-
er’s job performance. Interviews conducted by ISR
researchers with district officials suggested that
districts struggled to fulfill these requirements for a
number of reasons. Key findings were:

Michigan’s state testing system does not provide suf-
ficient, timely data for use of MEAP, MME, or other
state tests in teacher evaluations. One problem with
Michigan’s current state testing system is that MEAP
tests are given in October and, as a result, can only be
used to examine student growth over a Fall-to-Fall
period that is one year behind the current school year.
For this reason, student growth measures based on
MEAP scores will also be at least one year behind the
current annual teacher evaluation cycle. Another
problem is that MEAP tests do not produce vertically
equated scale scores. As a result, simple gain scores
in MEAP cannot be calculated and analysts must in-
stead resort to estimation of more complex statistical
models of learning gains (that involve examining the
difference between a student’s current Fall test score
and that student’s predicted score, where the current
score is predicted from prior test scores and, perhaps,
social background factors). Such models can be esti-
mated with MEAP data (but, again, only for the year
prior to the current teacher evaluation cycle). MME
data present a different set of problems. It is theoreti-
cally possible to calculate a gain score using the MME
(by using its ACT component), but in the current
Michigan testing system, there is no available pre-test
since an ACT test on the same scale is not adminis-
tered in Spring of 10*" grade. A final problem with the
current state testing system is that only about 33% of
teachers in the state teach grade levels and subject

2 For documentation of these patterns in research, see Rowan and
Raudenbush, op cit.

At a Glance:
Use of Student Growth Tools

Type of Growth Tool Used in Teacher Evaluations’

Elem. Middle High
Schools | Schools | Schools

% schools using teacher made 54% 69% 64%
tests

% schools using locally-develop- 25% 23% 22%
ed common tests

% of schools using MEAP/MME/ 19% 30% 18%
or other state assessment

% of schools using other com- 44% 23% 15%
mercial standardized test

Metric Used for Measuring Student Growth

% using pre/post-test score 80% 87% 85%

% using students meeting learn- 60% 13% 27%
ing objectives

% using months of growth 43% 33% 12%

% using change in MEAP profi- 60% 13% 27%
ciency

% using regression-adjusted 0% 0% 0%
score (i.e., value-added model)

TIncludes only principals who reported that annual teacher eval-
uations included evidence of student growth.

areas that can be included in value-added modeling.
Thus, for the most part, the state testing system can-
not provide sufficient or timely data for the meas-
urement of student growth in teacher evaluations.

The most commonly used measures of student growth
in pilot schools came from teacher-made and other
locally-developed tests. Because of the problems
associated with using state test data in teacher evalua-
tion, it is not surprising that other assessments were
used. For example, 54% of elementary schools, 69%
of middle schools, and 64% of high schools used
teacher-made tests as measures of student growth in
teacher evaluations, and 25% of elementary schools,
23% of middle schools, and 22% of high schools used
locally-developed, common (benchmark or end-of-
course) assessments in teacher evaluations. The
Michigan Council for Educator Effectiveness argued
in its final report that such tests lack desirable psy-
chometric properties and are thus not the best
measures for use in teacher evaluations.

A substantial percentage of elementary schools also
used commercially-produced standardized tests as
student growth tools, but this was not the case in
middle and high schools. The use of standardized
tests in elementary schools is perhaps best explained
by the fact that many elementary schools in the pilot
were already using standardized tests for monitoring
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instruction, instructional grouping, and referral to
compensatory and special education programming.
Among the tests commonly used for these purposes
were DIBELS (for early grades reading assessment)
and AIMS Web and Star (for reading and mathemat-
ics). However, while these and other standardized
tests can be used fairly easily to measure student
growth within the year of an annual evaluation cycle
(if administered on two or more occasions), they are
not necessarily well-aligned to state curricular stand-
ards.

The student growth tools provided to schools as part
of the pilot were not widely used as measures of stu-
dent growth in teacher evaluations. A basic goal of
the pilot program was to provide schools with better
tools for evaluating student growth. For this reason,
elementary schools were provided with paid licenses
to use Northwest Evaluation Associates Measures of
Academic Progress (NWEA MAP) in grades K-6 and
were asked to administer various ACT tests at grades
7-12. However, only 20% of elementary school teach-
ers in the pilot reported using NWEA MAP scores as
a measure of student growth in their annual evalua-
tion, and even fewer middle and high school teachers
reported using one of the ACT tests paid for by the
pilot as a growth measure in their teacher evaluation.
The lack of use of ACT tests is understandable. To
measure student growth with these tools required
school systems to use a “value-added” approach to
measuring student growth. On the other hand, sim-
ple gain scores or other growth measures could be
calculated easily from NWEA MAP scores, so it is
surprising that teachers (or administrators) did not
use these measures more frequently.

The most common approaches to measuring student
growth in teacher evaluations were not sophisticated
from a psychometric standpoint and could have been
applied inappropriately in local settings. The most
common approach to measuring student growth was
to develop a simple gain score on a locally-developed
test. If these tests were “equated” (i.e., were tests of
the same content), such measures make sense. But
ISR researchers did not have the resources to examine
the myriad of local tests used in teacher evaluations
or the ways in which gain scores were calculated.
Thus, the extent to which these scores were actually
meaningful measures of growth is somewhat uncer-
tain.

The other common ways of calculating “growth”
from test scores in pilot schools seem even more prob-
lematic. Consider, as one example, the finding that
60% of elementary schools used “percent of students
meeting learning objectives” as a measure of student
growth in teacher evaluations. Prima facie, this is not
a measure of student growth, and indeed only be-
comes a measure of growth if one calculates changes
in the percentages of students meeting particular
learning objectives. The extent to which this latter
calculation was employed in teacher evaluations re-
mains uncertain.

Similarly, 60% of elementary schools reported using
“changes in MEAP proficiency” as a method of meas-
uring learning gains. This method—described in var-
ious Michigan Department of Education documents —
is a feasible way of measuring student growth using
consecutive MEAP test data on students, but ISR re-
searchers were unable to tell from surveys or district
documents whether the data provided to teachers
were appropriate to this task. In particular, if a teach-
er examined the difference in proficiency rates that
resulted between last October’'s MEAP administration
and the current October administration of MEAP for
her current students, that teacher would, in fact, be
measuring changes in MEAP proficiency that oc-
curred during a time when her students were mostly
under the supervision of other teachers. To use MEAP
scores appropriately as measures of student learning
requires quite a bit of data processing and, as dis-
cussed above, currently involves measuring student
growth for the group of pupils the teacher taught in a
prior year.

The combination of multiple tests with multiple
methods of assessing growth produced a staggeringly
complex array of non-uniform measures of student
growth in annual teacher evaluations. In particular,
when ISR researchers examined the data closely, they
found that 266 distinct combinations of assessments
were used by pilot school teachers in annual evalua-
tions. Moreover, the data showed the tests used to
demonstrate student growth almost always varied
among teachers at the same grade, in the same school,
teaching the same subjects. Such diversity in assess-
ment makes the application of a “uniform” standard
for judging teachers’ success in promoting students’
academic growth nearly impossible,
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Key Findings on Final Evaluation Ratings

The final step in the teacher evaluation process in-
volved classification of teachers into one of four effec-
tiveness ratings defined in section 2(e) of PA 102 of
2011 (i.e, ineffective, minimally effective, effective, or
highly effective). The law allows school systems to
use multiple performance criteria to assign these rat-
ings, including student growth, pedagogical skill,
classroom management, attendance and disciplinary
record, and other accomplishments. Moreover, in AY
2012-2013 (the pilot year), the law did not specify the
percentage “weight” to be given to student growth or
other performance criteria in final evaluations.

Districts in the pilot study used a variety of perfor-
mance criteria and gave different weights to the same
petrformance criteria as they assigned final effective-
ness ratings to teachers. In general, three classes of
performance criteria were used in performance rat-
ings: student growth, classroom instructional practice
(including classroom management), and other profes-
sional criteria. We have already seen that many dif-
ferent assessments were used to measure student
growth, not only across districts, and but also among
schools within the same district. However, measures
of classroom practice were generally standardized
within a district and usually based on the classroom
observation tool in use in the district. Measures of
other professional criteria also were standardized
within districts, but across districts, the measures
came from one of two sources—either data from the
classroom observation rubrics (which sometimes
measured planning and preparation for teaching and
professional  behaviors) and/or from locally-
determined data on a teachers” professional contribu-
tions.

Most districts used a simple, additive formula to
arrive at a teacher’s total performance score and then
established “cut scores” on this metric to assign
teachers to the various effectiveness ratings required
by law. The procedures by which a teacher received
a final effectiveness rating generally proceeded
through a series of steps. First, principals took the
various pieces of data (observation data, test score
data, other data) collected as part of the evaluation
process and assigned scores to each piece of data us-
ing “scoring rubrics” standardized by the district.
Thus, a principal would look at data on student
growth from a teacher and then use a scoring rubric
to assign an overall score for this component of the
evaluation. This would then be repeated for all other

At a Glance:

District Effectiveness Ratings’

District i Weighting Decision
Logic
Big Rapids SG, CP, Judgment
0 (no formula)
Cassopolis SG, CP Rating = Cut scores
.75(CP) + .25 (SG)
Clare SG, CP, CBA (no ratings) -
0
SG, CP, Rating =
Farmington [0} .375(CP} +.375(0) Cut scores
+.25(5G)
SG, CP, Rating =
Garden City [0} .25(SG)+.345(CP) Cut scores
+,405(0)
g cp,0 Rating = Cut scores
Gibraltar 75(CP)+.25(0)
SG, CP, Rating =
Harper Creek (o] .15 (SG) +.55(CP) Cut scores
+.30(0)
. SG, CP, No formula provided
Leslie
(o]
SG, CP, Rating =
Marshalil [0} .20(SG) + .40(CP) Cut scores
+.40{0)
SG, CP, Rating =
Montrose [0} .12(SG) Cut scores
+.64(CP)+.24(0)
SG, CP, Rating =
Mt. Morris [0} .20(SG) + .67(CP) Cut scores
+.13(0)
SG, CP, Rating =
r;::::h (o] .25(SG)+.50(CP) Cut scores
+.25(0)
SG, CP, Rating = |
Port Huron [0} .25(5G)+.345(CP)+ Cut scores
.405(0)

" Data are from district documents sent to ISR. Not all districts
replied to the request for documentation, and documentation
was uneven.

§G = student growth, CP = classroom practice, O= other criteria
(such as attendance, professional accomplishments, planning

pieces of data. Once these component scores were
assigned, the principal would then use a standard
(district-wide) formula to compute an overall score.
In all of the pilot districts, this overall score was based
on what was essentially a simple, additive formula
that assigned weights to scores on a given perfor-
mance measure. Once total scores were computed,
certain “cut points” were established to map total
performance scores onto final effectiveness ratings.
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At A Glance:
Percentage of Teachers Assigned to Effectiveness Ratings in Pilot Districts

District A District B
WE mE
District E District F
mi
B ME
B ME
mE
BmE
H HE
B HE
District | District J
mi
mHE BE
mHE

District C District D
uME B ME
® &
B HE B HE
District G District H
B ME m ME
B HE W HE
District K I = Ineffective
ME = Minimally Effective
. WE E = Effective
W HE HE = Highly Effective

Because performance criteria and “cut scores” varied
across districts, the effectiveness ratings established
by section 2(e) of PA 102 of 2011 did not have a con-
sistent meaning across districts. Put differently, a
teacher with the same scores on measures of student
growth and classroom observations would not neces-
sarily receive the same final effectiveness rating.
Instead, two otherwise similar teachers would receive
a final effectiveness rating that was based on the
weights assigned to their scores and the cut points
established by their districts for assigning particular
effectiveness ratings. Thus, each district, in effect,
had its own standard.

Partly because each district had its own standards, the
percentage of teachers placed into the various effec-
tiveness ratings mandated by law varied considerably

across pilot districts. In the pilot sample as a whole,
2% of teachers (n=5) were classified as ineffective,
1.5% of teachers were classified as minimally effec-
tive, 63% of teachers were classified as effective, and
35% of teachers were classified as highly effective.
But sample-wide results are not the ones worth not-
ing. What is striking about the final assignment of
ratings to teachers is just how much district-to-district
variation is present in the percentage of teachers clas-
sified as “effective” vs. “highly effective.” Looking at
the data above, for example, it can be seen that the
percentage of teachers in each school district that re-
ceived various effectiveness ratings differed strikingly
across districts. In two districts (A and B), no teachers
were classified as “highly effective,” whereas in two
other districts (J and K), a large majority of teachers
were labeled as “highly effective.”
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Only two districts (E and J) identified any teachers as
“ineffective,” and in most districts, very few teachers
were rated as “minimally effective.”

To corroborate that such district-to-district variation
was an artifact of classification formulae and cut
points in districts, not real differences in teacher effec-
tiveness, ISR researchers engaged in two types of
analyses. In the first, ISR researchers examined the
distribution of value-added measures for teachers in
districts (as provided by SAS, one of the VAM ven-
dors working with the pilot research program). This
analysis showed that the distributions of measured
teacher effects on students” MEAP scores (as estimat-
ed for AY2011-2012 by the SAS MRM statistical mod-
el) were very similar across districts —suggesting that
“real” differences on this dimension of teaching quali-
ty could not account for the differences in ratings dis-
tributions observed across districts. In fact, one dis-
trict with the highest average teacher value-added
scores in the sample (District B) classified no teachers
as highly effective, while another district with teacher
value-added scores below the sample average (Dis-
trict K) classified the vast majority of its teachers as
highly effective. ISR researchers also examined
whether teacher scores taken from classroom observa-
tion tools varied sufficiently across districts to ac-
count for the large differences in ratings distributions.
Here, too, the explanation that real differences in the
quality of classroom instruction were at the root of
district-to-district differences in ratings distributions
was implausible.  Therefore, the most plausible ex-
planation for the differences in ratings distributions
shown on the previous page is that districts assigned
different weights to performance criteria and set dif-
ferent “cut scores” for placing teachers into effective-
ness ratings, and these processes, rather than real
differences in the distribution of teaching quality
were accounting for the observed differences in the
distribution of teachers to effectiveness ratings ob-
served among pilot districts.

Key Findings on Principals’ and Teachers’
Views of the Evaluation Process

The goal of PA 102 of 2011 was to create “a rigorous,
transparent, and fair performance evaluation system”
for teachers. One goal of the pilot of educator effec-
tiveness tools was to gather data on teachers’ and
principals’ views about these aspects of the teacher

evaluation process as enacted during the pilot year.
Key findings in this area are now described.

Principals and teachers differed in how positively
they viewed the observation tools used in the pilot.
In general, principals viewed the observation tools
piloted by MCEE very favorably. To begin, the panel
on the left-hand top of the next page shows that 76%
of principals thought the tool they piloted was easy to
understand and a similar percent thought the piloted
tool was better than what they had used in the past.
In addition, 89% of principals felt the observation tool
they piloted was focused on important aspects of
teaching that contribute to student learning (with just
20% reporting that the protocol omitted key aspects of
teachers’ instructional practice). Perhaps for these
reasons, 77% of principals felt the observation proto-
col they piloted provided a thorough picture of teach-
ers’ instructional practice, and 64% felt the protocol
was a good indicator of a teacher’s impact on student
learning. Importantly, 50% of principals agreed or
strongly agreed that they needed more information
about the protocol they used.

The same table shows that teachers were less enthusi-
astic than principals about the piloted observation
tools. Fifty three percent of teachers felt that the ob-
servation tools used in the pilot focused on key as-
pects of teaching that contribute to student learning.
Moreover, while 62% of teachers thought the ratings
assigned to them from classroom observations were
accurate, 40% were worried that use of observation
protocols would lead to unfair comparisons of teach-
ers. In addition, only 47% of teachers thought the
observation protocol their principal used was easy to
understand, and 50% felt they needed more infor-
mation about the protocol.

Both principals and teachers had favorable views of
teacher conferencing activities associated with class-
room observations. The table on the right-hand top
of the next page shows that the majority of principals
and the majority of teachers agreed or strongly agreed
that pre-/post-observation conferences were focused
on targeted and specific feedback goals. The majority
of principals and teachers also agreed or strongly
agreed that teachers were putting ideas discussed in
conferences into practice. Teachers reported that con-
ferences most often focused on issues of student en-
gagement and instructional strategies, and less often
on issues of classroom management and subject mat-
ter content.
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Percent Agree or Strongly Agree

Principals

At a Glance:
Principal and Teacher Views on Conferencing
Percent of Teachers Reporting that Specific Topics Were Always

Observation protocol focused on
important aspects of teaching and
earning

89%

or Often Discussed in Conference

Student Engagement 75%

Instructional Strategies

Observation protocol focused on
activities that contribute to student
leaming

Evaluation of Student Learning 62%

QGassroom Management 49%

Subject Matter Content 48%

Observation protocol was easy to
understand

Percent of Principals and Teachers Who Agreed or Strongly
Agreed with the Following Statements

Observation protocol can be used
with just about any kind of lesson

plan

Principals | Teachers

Conferences provided specific and 90% 71%
targeted feedback

Percent Agree or Strongly Agree

Observation protocol provides a
thorough picture of teachers’ in-
structional practice

Feedback in conferences was geared
to specific teacher goals

Conferences were characterized by

Observation protocol better than
what | used in the past

lively give and take

Conferences were stressful

Teachers are putting ideas from con-

Observation protocol is a good
indicator of a teacher’'s impact on
student leaming

ferences into practice
At a Glance:

Observation protocol focuses on too
many dimensions of instruction

Principal and Teacher Views
on Student Growth Tools

Observation protocol omits key
aspects of teachers’ instructional
practice

Percent of Teachers Who Agreed or Strongly Agreed with the
Following Statements

Student leaming objectives developed by me a 1%

Percent Agree or Strongly Agree

Ratings assigned to me during the

observation were accurate

Observation protocol says more
about quality of teaching than stu-
dent growth data

Observation protocol can be a good
tool in professional development

Observation protocol will lead to
unfair comparisons among teachers

| could use more information about
observation protocol used in annual
evaluation

Percent Agree or Strongly Agree

Principals

Teachers good way to judge the academic growth of students

62% Locally-developed common assessments a good 54%
way to judge the academic growth of students

52% Standardized tests a good way to judge the aca-
demic growth of students

Procedures used to measure student growth at this
school easy to understand

Student growth measures at this school take ade-
quate account of student background and prior
achievement

Percent of Principals Who Said the Following Should Be a Major
Focus of Teacher Evaluations

Student peiformance on standardized tests 47%

Student performance on locally-developed assess- 75%
menms

At a Glance: Principal & Teacher Views
of the Evaluation Process

Individuals who conducted annual evaluation had subject matter expertise needed

Teacher evaluations provided thorough assessment of teaching performance

Teacher(s) improved teaching as a resuit of evaluations

Annual evaluation an important basis for setting professional development goals

Teacher evaluations more about personnel decision making than improvement

Teacher evaluations simply a matter of ‘going through the motions’

I spent too much time this year on the teacher evaluation process
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The majority of teachers and principals agreed or
strongly agreed that conferences were characterized
by a “lively give and take” and that teachers were
attempting to put ideas raised in conferences to prac-
tice. As with views of teacher observation tools, how-
ever, principals tended to be more positive about
these issues than teachers.

Principals and teachers strongly favored the use of
locally-developed assessments over standardized
tests as a means of assessing student growth in teach-
er evaluations. Indeed, as the table on the previous
page shows, 71% of teachers agreed or strongly
agreed that student learning objectives they devel-
oped were a good way to judge the academic growth
of their students, and 75% thought student perfor-
mance on locally-developed tests should count as a
major factor in teacher evaluations. By contrast, only
9% of teachers agreed or strongly agreed that stand-
ardized tests were a good way to judge the academic
performance of their students, and just 47% of princi-
pals thought standardized test results should count as
a major factor in teachers’ evaluations.

Despite the widespread use of teacher-made and lo-
cally-developed tests, many teachers had concerns
about the student growth measures used in their an-
nual evaluations. For example, as the table on the
right-hand side of the previous page shows, only 40%
of teachers agreed or strongly agreed that they under-
stood the procedures used to measure student growth
in their annual evaluations, and 27% felt that such

measures did not take adequate account of students’
home background and prior achievement. Moreover,
teachers were far less positive about the quality of
the teacher evaluation process as a whole than were
principals. This can be seen in the table at the bottom
of the previous page. It shows that 69% of principals
(but just 44% of teachers) thought the individuals
conducting teacher evaluations in their school had the
necessary subject matter expertise. The table also
shows that 83% of principals (but just 41% of teach-
ers) thought the teacher evaluations conducted in the
pilot year provided a thorough assessment of teach-
ing performance. In addition, the table shows that
84% of principals (but only 28% of teachers) thought
the evaluation process was leading to improvements
in teaching performance. Finally, 87% of principals
(but just 42% of teachers) thought that annual evalua-
tions conducted in the pilot year could be used to set
professional development goals.

Still, principals and teachers did not view teacher
evaluation practices as mere exercises in bureaucratic
procedure. For example, just 13% of principals and
35% of teachers agreed or strongly agreed that teacher
evaluations in their school were more about making
personnel decisions than promoting teachers’ profes-
sional growth, and only 3% of principals and 31% of
teachers agreed or strongly agreed that teacher evalu-
ations were simply a matter of going through the mo-
tions. However, nearly half of all principals and
teachers agreed or strongly agreed that they spent too
much time on the teacher evaluation process.

Promoting High Quality Teacher Evaluations in Michigan | University of Michigan



Chapter 3: Improving the
Teacher Observation Process

In addition to asking ISR to examine how teacher
evaluations were conducted in pilot schools, MCEE
asked ISR researchers to explore how teacher evalua-
tion practices might be improved in Michigan. This
chapter addresses a central question raised by MCEE:
Do the data from the pilot project suggest better ways
to conduct classroom observations and use data from
this process in annual teacher evaluations?

Improving the Use of
Classroom Observation Data

The findings reported thus far suggest that the class-
room observation data gathered during the pilot were
subject to three problems: (1) principals (and other
administrators) were not scoring all items on an ob-
servation tool, even when the vendor advised that
scoring of an item was expected; (2) there were low
levels of inter-rater reliability; and (3) principals (and
other administrators) expressed concerns about the
amount of time they were devoting to the teacher
evaluation process—much of which was devoted to
conducting classroom observations.

These issues raise three questions:

e How many classroom observations is it reasona-
ble to expect administrators to conduct in order
to obtain a good picture of a teacher’s instruc-
tional practice?

e Isitreally necessary to score all items on a proto-
col, or can we just score a select few? and

e Is there any way to adjust the scores that teachers
receive on classroom observations for lack of in-
ter-rater reliability?

The first way ISR researchers addressed these ques-
tion was through an application of Generalizability
(or G) theory. In essence, G studies examine how
different errors in measurement affect measurement
reliability. Using G theory, ISR researchers investi-
gated three potential sources of error: (1) items not
being rated by principals; (2) principals not conduct
ing enough classroom observations; and (3) raters
disagreeing about the scores to assign to the same
lesson.

At a Glance:

G Study Results by Observation Instrument

Percentage of Variance in Multi-
item Scale Score Due to Different
Facets of Measurement
5D FFT TC
Items 60% 49% 34%
Occasions 16% 10% 9%
Raters 10% 16% 20%
Teacher 13% 13% 39%
Rellability of IRT Scale Scores As Implemented in Pilot

Overall Reliability** | .69 | 81 | .82

*Data are for variation In scale scores estimated via a one-
parameter, multl-level IRT measurement model that combine
all 32 items In 5D, all 10 items in FFT, and only the “four cor-
ners” items from domains one to four of TC. The model nests
items within occaslons and occaslons within teachers, and has
rater fixed effects. Variance for rater effects was estimated by
calculating the reductlon In total variance that occurred after
the Introduction of rater fixed effects into the model. ISR re-
searchers did not create a scale for the Marzano tool because
of the high frequency of missing Item data.

**Overall reliabliity Is from administrator data and Is calculat-
ed for IRT scales under the observation conditions obtained In
the pliot implementation.

The G study conducted by ISR researchers showed
that items, occasions, and raters were significant
sources of error in the pilot classroom observation
measures. Items can be a significant source of error
variance in ratings because each item adds additional
information about a teacher’s instructional practice.
Thus, a teacher’s score for a given observation might
depend critically on the items used to rate the teacher.
In addition, occasions can be a significant source of
measurement error because the instructional practices
used by teachers might vary as a matter of deliberate
choice (as, for example, when teachers change their
practice at different points in an instructional unit,
pursue different instructional goals and objectives,
etc.). Teaching practices also change as a simple mat-
ter of random variation. Finally, as discussed earlier,
raters can be a significant source of error because not
all raters will score a lesson in the same way.

Overall, the G study results (shown on the current
page) suggested that each of the observation tools
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that ISR researchers examined had reasonable levels
of reliability under the conditions of use in the pilot
research. But the data also showed that each tool var-
ied in the magnitude of particular errors. For exam-
ple, item variance was larger for 5D and FFT than for
TC; but rater variance was more pronounced for TC
than for FFT and (especially) 5D. Overall, TC appears
to contain more stable teacher variance than the other
two tools, but it buys this scaling property by measur-
ing very general aspects of teaching. As a result, it
might not be as useful as the other protocols for
measuring variation in instructional practice at a fine-
grained level of detail.

The G study provides some guidance about the num-
ber of observations that need to be conducted to ob-
tain veliable measures from classroom observation
tools. The question of how many observations to
conduct as part of the teacher evaluation process is
especially important because we know from the sur-
vey data presented earlier that conducting observa-
tions was time-consuming and that many principals
felt they were spending too much time on the evalua-
tion process. The question we now address is the
extent to which the reliability of classroom observa-
tion measures is affected by the number of times a
teacher is observed. Relevant data are shown in the
graphs immediately to the right. The G study results
imply that:

o The greater the number of observations conduct-
ed on a teacher, the more reliable (and precise)
will be any measure of that teacher’s instruc-
tional quality.

o However, the biggest gains in measurement reli-
ability come when moving from one observation
to about four observations. Improvements in re-
liability and precision will be slower as observa-
tions beyond four are conducted.

The reader can see this by looking at the graphs to the
immediate right. These graphs show changes in reli-
ability (and the standard error of measurement
[SEM]) for each scale as the number of observations
increases. For analytic purposes, the graphs assume
the number of items on each of the scales was 32 for
5D, 10 for FFT, and 4 for TC. The graphs assume a

At a Glance: Measurement Reliability as a Function
of Number of Observations Conducted

Reliability and SEM by Occasions:
5D

Reliablity SEM

O RN W R VO N® O R

Occaslons
v~ T — 7= 7T

2 3 4 5 6 7 8 9 10

Reliablility and SEM by Occasions:
FFT

e Reliablity e=ss=eSEM

Occaslons

Reliability and SEM by Occasions:
Thoughtful Classroom

e Reliablity e SEM

Occaslons
R N

2 3 4 5 6 7 8 9 10

O = M W B B N o®mE @ e

=

Promoting High Quality Teacher Evaluations in Michigan | University of Michigan



single rater conducted the observations. The graphs
use the variance components from the G study to
chart how measurement reliability (and precision of
measurement, denoted by the SEM) will vary as the
number of observations increases. Clearly, conduct-
ing more observations improves measurement relia-
bility, but as the graphs show, improvement slows
after about four observations.

The G study also provides guidance about the number
of items that need to be scored to obtain a reliable
measure of teaching quality from an observational
tool. This question is important, for as we discussed
earlier in this report, many principals in the pilot did
not score all of the mandatory items on a scale. We
now use the G study results to see how scoring of
different numbers of items affects reliability of meas-
urement. In this example, we assume that a single
rater observes a teacher on four occasions, and our
analysis examines the reliability of one-parameter,
muiti-level IRT scale scores that would result if the
number of items on that scale varied.

The results of this analysis are shown in the graphs on
the right-hand side of this page. These graphs show
that:

e In general, the more items scored on an observa-
tion protocol, the more reliable (and precise) the
resulting measure of a teacher’s instructional
quality will be.

*  However, improvements in reliability and preci-
sion occur more slowly as the number of items
scored increases beyond about 5 or 6 items.

Importantly, these finding imply that through careful
psychometric analysis, it might be possible to choose
a subset of items from the larger item pool on a proto-
col and still be able to reliably discriminate among
teachers” scored levels of instructional quality. As
examples, the data show that if we cut the 5D proto-
col from 32 scored items to about 10 items, reliability
of measurement would fall from about .66 to about .6,
and that cutting the number of scored items on FFT
from 10 to 6 would not change reliability at all. The
trick to limiting the number of items in a protocol,
however, is to be sure to include items in the reduced

At a Glance: Measurement Reliability as a Function
of Number of Items Scored
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form that come from the full range of item difficul-
ties.

There are potential advantages and disadvantages to
using well-designed “short forms” of an observation
instrument versus the vendor-recommended long
form. For example, an advantage of a short form
could be that by limiting the number items to be
scored, principals would find it easier to learn how to
use an observation tool (and would end up using it
with more fidelity). The disadvantage of a short
form is loss of qualitative information. As discussed
earlier, the items included in the observation tools
piloted in Michigan tended to provide information
about particular aspects of teaching, and in the tools
with more items, this allowed measurement of teach-
ing practice at a more “fine-grained” level. It is pos-
sible that such fine-grained information is important
to teacher learning and improvement, and this would
argue against cutting the number of items included
on a given observation protocol, even if a short form
had reasonable reliability and precision.

The G study also provides guidance about the number
of raters needed to obtain a reliable measure of teach-
ing quality from an observational tool. Relevant data
are presented in the graphs on the left-hand side of
the next page. An answer to the question of how
many different raters are needed to conduct observa-
tions is especially important given our earlier discus-
sion of rater error in observation data. When rater
error is present, it is desirable to have more than one
rater observe in a classroom for two reasons. The first
is that it might be possible to increase measurement
reliability (holding constant the number of occasions)
simply by adding raters. The second is that we can
use data from observations by multiple raters to cor-
rect observed scores for rater error. The first ap-
proach handles rater error by averaging across raters;
the second approach handles rater error by statistical
control. Importantly, using multiple raters to conduct
observations can be costly and present logistical prob-
lems, especially in the circumstance where all obser-
vations are conducted in real time by one or more

¢ In fact, ISR researchers produced a set of analyses of this pro-
cess for the FFT and 5D observation tools. The analysis (which will
appear in our technical report) showed that, for both tools, it was
possible to create a 5-item scale that represented an array of
instructional dimensions. A 5-item scale for 5D had a reliability of
.6 versus .66 using all items, and the 5-item FFT scale had a relia-
bility of .795 versus .797 using all items. We did not reduce the
items from the TC tool, since our scales to this point have only
used the “four corners” items. Moreover, we did not conduct this
analysis for the Marzano tool since there was too much missing
item data to permit disciplined scaling.

administrators. Nevertheless, it is worth investigat-
ing the effects of using more than one rater during
classroom observations if for no other reason than to
understand the consequences of using the prevailing
pattern of having only a single rater conduct class-
room observations on a teacher.

We begin this discussion by examining how meas-
urement reliability would change if a teacher was
observed on a fixed number of occasions (set here at n
= 4) using the standard observation tool, but on each
occasion, we added another observer. The results of
this examination are shown on the graphs on the left-
hand side of the next page. Looking closely at these
graphs, one can see that:

o Adding more observers on each of four observa-
tion occasions increases measurement reliability.

o However, the biggest increase comes from adding
a single observer on all occasions. After that,
improvements in reliability come more slowly as
more observers are added.

The reader should note that this additional observer
need not be the same person on every observation
occasion. Indeed, if a school added one additional
observer on every occasion, but that person was dif-
ferent each time, there would be positive benefits to
measurement beyond improved reliability. In fact,
this also would correct for rater bias, especially if the
extra individuals were assigned at random from the
pool of available raters (e.g., principals and adminis-
trators) in a district.” The problem, of course, is that
using multiple raters to increase measurement relia-
bility (and correct scale scores for rater error) does not
seem feasible in the usual school district context,
where administrators already report being over-
burdened by conducting observations on the teachers
they must evaluate.

In the absence of using multiple raters in classroom
observations, it will be especially important to ad-
dress the potential bias in classroom observation
data that results from rater errors in scoring. The
graphs on the right-hand side of the next page illus-
trate the magnitude of these errors. For example,

! By assigning additional raters at random, it would be possible to
statistically separate rater from school effects in measurement
models, producing not only improved precision, but also im-
proved accuracy in scale scores.
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At a Glance: Measurement Reliability as a Function
of Number of Observers on Each Occasion
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*These graphs show the distribution of scores that a hypo-
thetically “average” teacher would receive If observed on
the same occasions by all of the princlpals In the pilot sam-
ple. The graphs are based on estimates of rater fixed effects
in the one-parameter, IRT model described previously. One
can see from the graphs that the same teacher would re-
celve different ratings depending on the principal conduct-
ing the observations.
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they show the distribution of scores that a hypotheti-
cally “average” teacher would receive if he or she was
observed on the exact same days by each of the prin-
cipals in the pilot study. In the data for 5D, the aver-
age principal would assign that teacher a score of
about 2.8, but as the histogram on the graph shows,
many other principals would assign a higher or lower
score to that teacher. Those scores would range from
a low of about 2.3 to a high of about 3.4, with 75% of
scores being clustered in the range of 2.6 to 3.0. For
FFT, rater effects are shown as distributed around an
average of about 3.3, but vary from a low of about 2.4
to a high of about 3.75, with the majority of scores
ranging from about 3 to 3.5. For TC, the rater effects
are distributed around an average scale score of about
3.5, and are distributed fairly evenly across a range of
about 3 to 4.

The reader might wonder if the rater effects shown in
the graphs are substantial enough to warrant concern.
If considered as standardized “effect sizes” (a com-
mon metric in research), the rater errors observed in
the pilot data are not particularly large. For example,
two principals who are a standard deviation apart in
the distribution of rater effects will assign the “aver-
age” teacher in the pilot sample a score that differs by
40 of a standard deviation on the TC scale and
around .20 of a standard deviation for the FFT and 5D
scales. These are generally considered to be medium
to small effect sizes in educational research.

However, even small differences in scoring can have
important consequences for a teacher’s assignment to
a particular effectiveness rating. For example, imag-
ine an average teacher being rated by two principals
using the 5D protocol, both of whom score that teach-
er’s instruction with error. Suppose further that this
imaginary teacher’s “true” score on the 5D protocol is
at the mean of the score distribution (i.e., 2.8) but that
one principal is “lenient” and assigns a score of 3.2 to
her teaching, while another principal is “severe” and
assigns a score of 2.4 to the observed teaching. Sup-
pose further that the teacher works in a district where
she must score above 3.0 on the observation protocol
in order to be classified as “effective” in her annual
rating. Using the scores assigned by the one rater
who scored her teaching as a 3.2, this teacher is classi-
fied as effective, even though her “true” score is 2.8.
Therefore, the illustration shows that even seemingly
small rater errors of the sort shown in the figures can
have strong implications for teacher evaluations.

One way to correct for rater errors in the teacher
evaluation process is through statistical adjustments
to observation scores. The most principled adjust-
ment for rater error would be to randomly assign a
district’s pool of administrators to conduct classroom
observations in all of the schools in the district. Un-
der randomization, lenient and severe raters would
be randomly distributed across teachers, and while
rater errors would decrease precision of measure-
ment, assigned scores would be largely unbiased (due
to random assignment). This is how most research
projects operate. However, most districts in the pilot
assigned a single (fallible) observer—typically the
school principal—to conduct all of the observations
on a given teacher.

When every teacher has been observed by only a sin-
gle rater, districts can attempt to correct for rater error
in one of two ways. One way would be to center
teacher observation scores in each school around the
mean score assigned by that school’s principal. Using
this approach, one simply subtracts the school mean
observation score from a teacher’s assigned observa-
tion score and then compares teacher scores within
schools. Alternatively, one could adjust a teacher’s
observation score for rater error by reference to the
grand mean of ratings in a district (or the state). Sup-
pose, for example, that there were 5 principals in a
district, and each principal rated 25 teachers. One
could calculate the mean of all ratings in the district
(the so-called “grand mean”) and then deviate each
principal’s mean rating from the grand mean. Leni-
ent principals would have average scores above this
mean (e.g., +.2), whereas severe principals would
have scores below this mean (e.g., -.3). One could
then use this information to adjust teachers’ scores.
Using this latter approach, adjusted scores would
remain in the original scoring metric and comparisons
in adjusted scores could be made across schools.?

As a supplement to statistical adjustment, any ad-
ministrator who conducts classroom observations
should be required to engage in “calibration” training
for use of an adopted observation tool. The goal of
this training is to minimize rater errors by having
principals learn how to assign scores that are close to
the ones that would be assigned by an expert rater
conducting the same classroom observation. In prac-
tice, calibration training typically involves having
principals observe and score videos of classroom

) In the first method, a teacher’s adjusted score = (teacher’s score
- school mean). In the second method, a teacher’s adjusted score
= (teacher’s score — principal’s rater effect), where the principal’s
rater effect = (grand mean of ratings - principal’s mean rating).
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teaching until the scores they assign show only very
small departures from scores assigned to the same
videos by “expert” raters. Such training, it should be
noted, is offered by all of the observation tool vendors
working in the pilot program and should be consid-
ered as a mandatory aspect of training for any state-
approved observation tool. However, calibration
training will not usually eliminate rater error, and
absent random assignment of multiple raters to class-
room observations, rater error will almost certainly be
present in the observation scores of teachers. As a
result, education authorities responsible for conduct-
ing classroom observations should attempt to intro-
duce simple, statistical corrections for rater error
when they use observation scores for evaluation pur-
poses.

University of Michigan | Promoting High Quality Teacher Evaluations in Michigan



